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Abstract: Data Mining is a tool that helps in understanding the patterns extracted with the set of rules. Mining the knowledge from the database and provides a better solution for a specific problem yields good outcome to the developers. The discovery of knowledge is essential in all sorts of application that uses data mining techniques. Data mining technique is used in various domains in order to give meaning for the available data. People are often prone to make mistakes during analyses or, possibly, when trying to establish relationships between multiple features which make it difficult for them to find solutions to certain problems. Machine learning can often be successfully applied to these problems, improving the efficiency of systems and the designs of machines. In the context of machine learning, classification is supervised learning and is capable of processing a wider variety of data and is growing in popularity. Classification techniques are being used in different industry to easily identify the type and group to which a particular tuple belongs. In this paper, different classification techniques are summarized in order to improve the learner’s objective.
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I. Introduction

One of the most useful data mining techniques in learning is classification. Classification is a predictive data mining technique which makes prediction about values of data using known results found from different data [1]. Predictive models have the specific aim of allowing us to predict the unknown values of variables of interest given known values of other variables. Predictive modeling can be thought of as learning a mapping from an input set of vector measurements to a scalar output [2]. There are two types of predictive modeling based on the types of variables, namely classification, for categorical dependent variables, and value prediction, for continuous dependent variables. Classification is appropriate if the goal is to predict group membership of new records based on their characteristics. Classification maps data into predefined groups of classes which is often referred to as supervised learning because the classes are determined before examining the data. Prediction models that include all personal, social, psychological and other environmental variables are necessitated for the effective prediction. There are several algorithms for data classification such as decision tree and Naïve Bayes classifiers. With classification, the generated model will be able to predict a class for given data depending on previously learned information from historical data.

The rest of the paper is organized as follows. The related researches are presented in section III. Section III deals with various classification approaches used in data mining. Section IV discusses about the issues in classification. Section V explains the learner centered application and the challenges with the learner followed by conclusions in section VI.

II. Related Research

Data mining has been applied into many application domains such as biomedical and DNA analysis [28, 29, 30], retail industry and marketing [28, 31], telecommunications [28, 32], web Mining [33], computer auditing [35], banking [28], fraud detection [32], financial industry [28], medicine [35], and education.

Data mining techniques can be used in e-learning for making decision whereby the effectiveness of courses is evaluated, as well as determining how students access electronic materials. The research that relates to the pathways that the participants follow within electronic courses is conducted. In addition, the time students spend within certain types of teaching materials was analyzed using data mining techniques. As in [36], data mining techniques are used, among other things, to gain a better understanding of how the students could access and use electronic courses.

Han and Kamber [3] describes data mining software that allow the users to analyze data from different dimensions, categorize it and summarize the relationships which are identified during the mining process. Galit [4] gave a case study which is to analyze the learners learning behavior to predict the results and to warn students at risk before their final exams.

Al-Radaideh et al. [1], applied the data mining techniques, particularly classification to help in improving the quality of the educational system by evaluating learners data. Al-Radaideh, et al [1] applied a decision tree
model to predict the final grade of students who studied the C++ course in Yarmouk University, Jordan in the year 2005. Three different classification methods namely ID3, C4.5, and the Naive Bayes were used. The outcome of their results indicated that decision tree model had better prediction than other models. A kind of decision tree induction algorithm which is more efficient in a wide area system employs metalearning [24], [25], [26], [27]. In metalearning, each computer induces a decision tree based on its local data; then, the different models are combined to form the final tree. This final tree is an approximation of the one which would be induced from the entire database. Studies have shown that the quality of the approximation decreases significantly when the number of computers increases, and when the data become sparse. A different metalearning induction algorithm was suggested in [25]. The algorithm turns each decision tree classifier into a set of rules and then merges the rules into a single superset of rules while resolving conflicts as suggested in [24].

Kargupta et al. [26] describe a metalearning algorithm where the local decision tree classifiers are approximated by a set of Fourier coefficients, which are then collected to a central site where they are combined into a single model. Although the metalearning approach is very scalable in terms of performance, the accuracy and the comprehensibility of the metaclassifier drops sharply as the number of remote sites increases. Thus, these methods are not well-suited for large distributed networks.

Kotsiantis et al. [37] applied five classification algorithms namely Decision Trees, Perceptron-based Learning, Bayesian Nets, Instance-Based Learning and Rule-learning to predict the performance of computer science students from distance learning stream of Hellenic Open University, Greece. The performance attribute namely mark in a given assignment was used as input to a binary (pass/fail) classifier. Filter based variable selection technique was used to select highly influencing variables and all the above five classification models were constructed. It was noticed that the Naive-Bayes yielded high predictive accuracy (74%) for two-class (pass/fail) dataset.

### III. Approaches of Classification

There are several types of classification approaches used in data mining techniques. Some of them are:

#### A. Statistical classification

Statistical classification is a procedure in which individual items are placed into groups based on the quantitative information of characteristics inherent in the items which is based on a training set of previously labeled items [5]. Two main parts of work on classification can be identified within the statistical community. The first, “classical” phase concentrated on derivatives of Fisher’s early work on linear discrimination. The second, “modern” phase exploits more flexible classes of models, many of which attempt to provide an estimate of the joint distribution of the features within each class, which can in turn provide a classification rule. Statistical approaches are generally characterized by having an explicit underlying probability model, which provides a probability of being in each class rather than simply a classification. In addition, it is usually assumed that the techniques will be used by statisticians, and hence some human intervention is assumed with regard to variable selection and transformation, and overall structuring of the problem. Some examples of statistical algorithms are linear discriminant analysis [6], least mean square quadratic [7], kernel [6] and k-nearest neighbors [6].

#### B. Decision Tree

A decision tree is a set of conditions organized in a hierarchical structure [8]. It is a predictive model in which an instance is classified by following the path of satisfied conditions from the root of the tree until reaching a leaf, which will correspond to a class label. A decision tree can easily be converted to a set of classification rules. Some of the most well-known decision tree algorithms are C4.5 [8] and CART [9].

#### C. Rule Induction

Rule Induction is an area of machine learning in which IF-THEN production rules are extracted from a set of observations [10]. The algorithms included in this paradigm can be considered as a heuristic state-space search. In rule induction, a state corresponds to a candidate rule and operators correspond to generalization and specialization operations that transform one candidate rule into another. Examples of rule induction algorithms are CN2 [11], Apriori [12], XCS [14], Supervised Inductive Algorithm (SIA) [13], a genetic algorithm using real-valued genes (Corcoran) [9] and a Grammar-based genetic programming algorithm (GGP) [15]. Clark & Niblett’s (1989) CN2 algorithm has the following main features: 1) the dependence on specific training examples during search (a feature of the AQ algorithm) is removed; 2) it combines the efficiency and ability to cope with noisy data of decision-tree learning with the if-then rule form and flexible search strategy of the AQ family; 3) it contrasts with other approaches to modify AQ to handle noise in that the basic AQ algorithm itself is generalized rather than “patched” with additional pre- and post-processing techniques; and 4) it produces both ordered and unordered rules.

#### D. Fuzzy rule induction

Fuzzy rule induction applies fuzzy logic in order to interpret the underlying data linguistically. To describe a fuzzy system completely, a rule base (structure) and fuzzy partitions have to be determined (parameters) for all
variables. Some fuzzy rule learning methods are Logit Boost [8], MaxLogitBoost [16], AdaBoost [18], Grammar based genetic Programming (GP), a hybrid Grammar-based genetic Programming/genetic Algorithm method (GAP), a hybrid Simulated Annealing/genetic Programming algorithm (SAP) [17] and an adaptation of the Wang- Mendel algorithm (Chi) [6].

E. Neural Network

Neural Networks can also be used for rule induction. The field of Neural Networks has arisen from diverse sources, ranging from the attraction of mankind with understanding and emulating the human brain, to broader issues of copying human abilities such as speech and the use of language, to the practical commercial, scientific, and engineering disciplines of pattern recognition, modeling, and prediction. The pursuit of technology is a strong driving force for researchers, both in academia and industry, in many fields of science and engineering. In neural networks, as in machine learning, the excitement of technological progress is supplemented by the challenge of reproducing intelligence itself. A broad class of techniques can come under this heading, but, generally, neural networks consist of layers of interconnected nodes, each node producing a non-linear function of its input. The input to a node may come from other nodes or directly from the input data. Also, some nodes are identified with the output of the network. The complete network therefore represents a very complex set of interdependencies which may incorporate any degree of nonlinearity, allowing very general functions to be modeled. In the simplest networks, the output from one node is fed into another node in such a way as to propagate “messages” through layers of interconnecting nodes. More complex behavior may be modeled by networks in which the final output nodes are connected with earlier nodes, and then the system has the characteristics of a highly nonlinear system with feedback. It has been argued that neural networks mirror to a certain extent the behavior of networks of neurons in the brain.

Neural network approaches combine the complexity of some of the statistical techniques with the machine learning objective of imitating human intelligence: however, this is done at a more “unconscious” level and hence there is no accompanying ability to make learned concepts transparent to the user. A neural network, which is a parallel distributed processing network, is a computing paradigm that is loosely modeled after cortical structures in the brain. Examples of neural network algorithms are multilayer perceptron [19], a Radial Basis Function Neural network (RBFN) [23], incremental RBFN [21], decremental RBFN [23], a hybrid Genetic Algorithm Neural Network (GANN) [22] and Neural Network Evolutionary Programming (NNEP) [20].

IV. Issues in Classification

There are also many issues of concern to the classifier. Some of them are:

A. Accuracy

There is the reliability of the rule, usually represented by the proportion of correct classifications, although it may be that some errors are more serious than others, and it may be important to control the error rate for some key class.

B. Speed

In some circumstances, the speed of the classifier is a major issue. A classifier that is 90% accurate may be preferred over one that is 95% accurate if it is 100 times faster in testing (and such differences in time-scales are not uncommon in neural networks for example). Such considerations would be important for the automatic reading of postal codes or automatic fault detection of items on a production line for example.

C. Comprehensibility

If it is a human operator that must apply the classification procedure, the procedure must be easily understood else mistakes will be made in applying the rule. It is also important that human operators believe the system. An often quoted example is the Three-Mile Island case, where the automatic devices correctly recommended a shutdown, but this recommendation was not acted upon by the human operators who did not believe that the recommendation was well founded.

D. Time to Learn

Especially in a rapidly changing environment, it may be necessary to learn a classification rule quickly, or make adjustments to an existing rule in real time. “Quickly” might imply that we need only a small number of observations to establish our rule.

E. Overlearning

Overlearning results in decisions to close to the learning (training) dataset. Overlearning results in decisions to close to the learning (training) dataset. Training error no longer provides a good estimate of how well the intelligent system will perform on previously unseen records. Insufficient number of training records causes the intelligent system to predict the test outcomes more inaccurately. The concept of over learning is important in machine learning. Usually a learning algorithm is trained using some set of training examples. The learner
reaches a state where it will also be able to predict the correct output for other examples, thus generalizing to situations not presented during training. Especially in cases where learning was performed too long, or where training examples are rare, or there is some noise in training data, the learner may adjust to very specific features of the training data. Thus, the performance on the training data still increases while the performance on testing data becomes worse.

V. Learner Objectives

A. Significance of data mining in energetic education

The data mining is helpful for predicting, analyzing and classifying the given samples which may produce diverse effect in each application. There are lots of application may come across in data mining fields. This study focuses mainly on the learners who wish to achieve their goal with effective learning. The learners as well as the learning providers, whether private training companies, local authorities and governmental organizations providing training for their employees or universities intend to bring out their courses and make them accessible online via the internet. Here arise a few questions to consider while reflecting on the purpose of an education system:

What should a learner expect to learn? What are the roles of a learner and teachers in the learning process? Are certain kinds of learning and thinking more valuable than others? How do grades reflect a learners thinking and learning? What role does learning institution play in modern society?

B. Is learners face problem?

The strength of semantic technologies for learning and teaching and their benefits for digital libraries, virtual communities and e-learning have been a major topic of discussion during recent years. Making learning system more engaging, more enjoyable and more effective has been the goal of many researchers during the past few years. A clear understanding is a necessary prerequisite for successful use of standards in practical developments. Exercises and or laboratory practice are essential for the learning effect, since they provide opportunities for learners to solidify the knowledge acquired in lectures and to apply their theoretical knowledge to practical problems. In its traditional format, exercise groups work on paper and present their solutions at the blackboard. However, this traditional way of teaching, practicing and assessing were dissatisfied. The learners have a clear opinion about their learning goals and therefore, advocate that teaching should follow a learner-centered approach that is the learners take responsibility for their own learning. In this way, the learner can gain a deep learning. Traditional lectures encourage passive learning, often creating a mismatch between the way the learning providers teach and the way the learners learn. Some of the solutions to the learner problems are:

- The learners may engage in collaborative and active learning, to observe real life simulations and interact with the learning materials.
- Actively involving learner leads to deeper questioning, improved attendance and more enduring interest in the subject compared to lecturing alone.
- Hands-on activities and demonstrations can be developed.
- Multimedia based learning can be provided to increase effective teaching and learning approach.
- Laboratory teaching activities helps learners to develop their experimental skills and ability to work in teams, learn to communicate effectively and learn from failure.

VI. Conclusion

In this paper, the various classification techniques have been reviewed. This review would be helpful to researchers to focus on the various issues of data mining. Most previous studies suffer from the major disadvantage that their choice of algorithms is too tapered. The chosen algorithms may not represent the state of the art. The datasets are usually small and so not representative of real-life applications. There may be problems due to differences in the way the data were preprocessed, for example by removing or replacing missing values, or transforming categorical to numerical attributes. Particular methods may do well in some specific domains and for some performance measures, but not in all applications. Further research will be carried out with the classification techniques in which the above problems will be solve to improve the learning model.
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