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Abstract: The existence of the local maximum of information obtained in univariate analysis was discovered for the first time. The information content was shown to be maximal at the point where the predicted concentration is close to the average of the calibration set concentrations. This result was obtained using a new expression for the systematic error of the measured concentration caused by systematic errors in the preparation of standard samples. The information content of the analysis of multicomponent mixtures was calculated numerically using simulated Gaussian spectra and the spectrum of Excedrin tablet components. It was shown that the informational approach allows balancing the ratio between random and systematic errors. The use of information measures for calculating the optimal number of components for the gasoline octane number determination by the Partial Least Squares method was found to be not effective.
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I. Introduction

The application of the information theory to the methods of analytical chemistry [1] had a great impact on the development of the major concepts of this science. In particular, the information theory was employed in assessing the information obtained by means of derivative spectroscopy [2]. Unfortunately, analytical chemists have been paying little attention to the information theory for more than a decade. An interesting exception was the resent article [3], in which the information criteria were employed for selecting the calibration curves. In our opinion, the potentialities of using information measure as the performance criterion of spectrochemical analysis are far from being fully exploited and require further studies.

It is known that the amount of information acquired in the quantitative analysis is determined by the random and systematic errors [1], which are important metrological characteristics of analysis [4]. For example, the validation of analytical methods is performed by comparing the errors of a particular analysis with the requirements of the relevant regulatory document. In many cases, mathematical methods of chemometrics make it possible to significantly reduce these errors down to certain minimum attainable values that can be evaluated by computer modelling [5]. However, it may well happen that the algorithmic means of computer-aided quantitative analysis give the errors in the concentration measurements close to the minimum achievable level. In this case, it is hardly reasonable to make great efforts to improve the employed mathematical procedures in an attempt to obtain better metrological characteristics of the analysis.

In our previous work [5], optimization of the quantitative analysis of multicomponent mixtures was achieved by minimizing the total standard deviation in the concentration determination. The ratio between the random and systematic components was not taken into account because these components appeared in the theoretical expression for the total error with equal weights [6]. In contrast to this, the calculation of the amount of information acquired in quantitative analysis performed in [1] did not have this drawback. In view of the above, the goal of the present research was using information measures for the optimization of quantitative analytical procedures.

Standard algebraic notations are used throughout the paper. Bold upper-case and lower-case letters denote matrices and column vectors, respectively. Upper-case and lower-case italicized letters represent scalars. All calculations were performed and the plots were built using the MATLAB program.

II. Theory

The information content of univariate quantitative analysis is represented [1] as

\[ I = \ln \frac{R_c}{\sqrt{2\pi}\sigma_{pp}} - 0.5\left(\frac{\sigma_{pp}}{\sigma_{pp}}\right)^2, \]

where \( R_c \) is the \textit{a priory} defined range of the uniformly distributed predicted analyte concentration (\( c_{pp} \)), \( k = (\sigma_{at}/\sigma_{pp})^2 \), \( \sigma_{at} \) and \( \sigma_{pp} \) are the standard deviations of the standard (calibration etalon) sample concentration and of \( c_{pp} \), respectively, and \( \delta_{pp} \) is the systematic error of the \( c_{pp} \) determination. It is supposed that the errors of the standard sample and the analyte concentrations are normally distributed.
Eq. 1 can be simplified under the assumption of $R_c = 1$ (i.e., $c_{pr} = 0 + 1$) as follows:

$$I = -0.5 \ln (2\pi) - \ln \sigma_{pr} - 0.5 \left( \frac{\delta_{eff}}{\sigma_{pr}} \right)^2,$$

(2)

where $\delta_{eff} = \sqrt{\sigma_{et}^2 + \sigma_{pr}^2}$. According to the assumption of $R_c = 1$, we set the range of standard deviations $\sigma_{pr}$ to be 0.001 ± 0.01. Then, the corresponding minimum relative random errors of concentration measurements are in the range of 0.1±1%. Thus, the first two members in Eq. 2, which equal $-0.5 \ln 2\pi - \ln \sigma_{pr} \approx 3.7 + 6.0$ (nit), define the global information maximum achieved in the ideal case of $\delta_{eff} = 0$ (prediction error $\delta_{pr}$ and the random error of the standard sample concentration, $\sigma_{et}$, being negligible as compared to $\sigma_{pr}$).

Since $I \geq 0$, the maximal values of the $\delta_{eff} / \sigma_{pr}$ ratio range from 2.7 to 3.5.

Eq. 2 has a local maximum at $I_{loc} = \sigma_{pr}$ (see Appendix A):

$$I_{loc} = -\ln(\sqrt{2\pi} e^8 \sigma_{pr}) - 0.5 \approx 3.2 \div 5.5 \text{ (nit)}.$$  

(3)

The existence of the global and local maxima of Eq. 2 is demonstrated in Fig. 1.

In conclusion, the low information content of the analysis shows a significant dominance of the systematic errors over the random ones, i.e., the disbalance of these two types of errors.

III. Univariate Analysis

In Appendix B (Eq. B6), it is shown that the systematic error of the quantitative analysis of one-component solutions which is performed using classical univariate calibration is

$$\delta_{pr} \leq \delta_{et} \left[ 1 + 3 \left( \frac{\sigma_{pr}}{\sigma_{et} - \bar{a}} \right) \right],$$

(4)

where $\delta_{et}^{\text{max}}$ is the maximal systematic error of the standard solution concentration, $\sigma_{pr}$ is the absorbance of the test solution, $a_{\text{max}}$, $a$, and $a_{\text{min}}$ are the maximal, the mean, and the minimal absorbance of the standard solutions, respectively, at a given wavelength. If $a_{pr} = a$, then Eq. 4 reaches its minimum:

$$0 \leq \delta_{pr} \leq \delta_{et}^{\text{max}}.$$  

(5)

The maximum error, $\delta_{et}^{\text{max}}$, can be made negligible as compared to the random error, $\sigma_{et}$, by careful preparation of standard solutions. Besides, the standard deviation of the standard concentrations does not exceed the corresponding values for the test concentrations:

$$0 \leq \delta_{et}^{\text{min}} \leq \delta_{et} \leq \sigma_{et} \leq \sigma_{pr}.$$  

(6)

Then $\sigma_{et} \leq \delta_{eff} \leq \sigma_{pr}$ and thus the information content of the analysis appears to be close to the local maximum given by Eq. 3.

According to the Beer–Lambert–Bouguer law, the absorbance changes linearly with the analyte concentration; therefore, the analysis should be optimal at the solution concentration close to the average concentration of the standard solutions. In this case the leverage ($h$), which quantifies the position of the prediction sample relative to the calibration set [7]:

$$h = (c_{pr} - \bar{c})^2 / \sum_i (c_i - \bar{c})^2 = 0,$$

(7)

where $\bar{c}$ is the average analyte concentration for the calibration standards ($c_i$).

This result can be generalized to the case of multicomponent quantitative analysis, where the information content is the sum of the values for each component obtained separately from Eq. 2. It is assumed that each test component is of equal information importance for the mixture analysis [1]. For example, in the case of...
three-component mixture analysis [8], it was found empirically that the errors are minimal when the point corresponding to the concentration vector of the test sample is located close to the center of the concentration diagram for the calibration set. According to our findings, in this case the information content of the analysis will be maximal. We calculated the leverage for the three-component mixtures [7]:

\[ h = c_{pr}(CC^T)^{-1}c_{pr}, \]

where \( c_{pr} \) is the concentration vector of the test sample, \( C \) is the concentration matrix of the calibration set. It was found that in the point of the maximal information content the leverage is very small; therefore the impact of the calibration errors on the uncertainty of analysis is minimal [7].

IV. Multivariate Analysis

To evaluate the minimal uncertainty of the quantitative analysis of mixtures with known qualitative composition (“white mixtures”) [5] and to select the number of components in the Partial Least Squares (PLS) regression [8], we will use the information measure.

Consider the ideal linear model of the absorbance spectrum of an \( n \)-component mixture:

\[ y = Ac + \epsilon, \]

where \( A = KW \) is the \( m \times n \) matrix, whose columns are the standard spectra of the pure-component solutions of given concentrations \( (c_{ei}) \) (the path length is fixed); \( m \) is the wavelength number; \( c \) is the vector of the relative component concentrations (fractions); \( W \) is a diagonal weight matrix with unit trace; \( \epsilon \) is the \( m \times 1 \) vector of normal noise with zero mean and variance \( \sigma^2_\epsilon \). The minimum uncertainty (the relative mean squared error, \( RMSE \)) of vector \( c \) is obtained for the optimal matrix \( W_{opt} \) [5], which changes the ratios of the optical densities of the mixture components. Matrix \( A \approx KW_{opt} \), which is close to the optimal one, can be obtained by selecting the analytical wavelengths and also by varying the physicochemical factors affecting absorbance (e.g., solvent pH).

We will solve Eq. 9 using the Tikhonov regularization method [9] since it is very effective in increasing the stability of calculations that are extremely sensitive to the noise of the measurements in the case of strongly overlapping pure-component spectra of similar forms.

Regularized predictor \( \hat{c} \) can be represented as [8]:

\[ \hat{c} = (A^TA + \alpha I)^{-1}A^Ty, \]

where \( \alpha \) is the regularization parameter and \( I \) is the identity matrix. With the increase of \( \alpha \), the random error of \( \hat{c} \) decreases, while its systematic errors (bias) increase. The choice of the optimal value \( (\alpha_{opt}) \) is made by finding a compromise between these two types of errors. For \( \alpha_{opt} \), the value of \( RMSE \) is minimal [6].

The PLS algorithm is described in [8].

V. Numerical Experiments

The numerical experiments were performed by computer modeling. The calibration data for determining the octane number of gasoline (NIR-spectra of 60 samples and their octane numbers) were taken from the MATLAB program package [10]. The errors were calculated using cross-validation [8]: the octane number was calculated for each spectrum, while the remaining 59 spectra were regarded as the calibration set. To evaluate the minimum uncertainty of the multicomponent analysis of “white” mixtures, the columns of matrix \( K \) were composed of the Gaussian bands and the UV-absorption spectra of Excedrin tablet components [11] (Fig. 2).

The \( RMSE \) values were calculated in two ways.

1. At the global minimum of the mean value of the two-variable function:

\[ RMSE(W, \alpha)_{min} = \min_{W, \alpha} \sum_{k=1}^{n} \left( (\hat{c} - c_{pr})_k / \sum_{k=1}^{n} (c_{pr})_k^2 \right) \]

where \( (c_{pr})_k \) is the concentration vector of the \( k \)-th test mixture (Table 1).
Fig. 2. Component spectra of data sets 1, 2, 3 (curves a, b, c, respectively) and of Excedrin (curves d). The component concentrations were 20 mg mL\(^{-1}\) in water:methanol:glacial acetic acid (69:28:3) solution. Reproduced with permission from www.dissolutiontech.com.

Table 1. Fractions (%) of the test mixture components

<table>
<thead>
<tr>
<th>Mixture Component</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>50</td>
<td>25</td>
<td>25</td>
<td>33</td>
<td>80</td>
<td>10</td>
<td>10</td>
<td>90</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>25</td>
<td>50</td>
<td>25</td>
<td>33</td>
<td>10</td>
<td>80</td>
<td>10</td>
<td>5</td>
<td>90</td>
<td>5</td>
</tr>
<tr>
<td>3</td>
<td>25</td>
<td>25</td>
<td>50</td>
<td>33</td>
<td>10</td>
<td>10</td>
<td>80</td>
<td>5</td>
<td>5</td>
<td>90</td>
</tr>
</tbody>
</table>

2. At the minimum of the mean value of the single-variable function (11), \(RMSE(\mathbf{W}, \alpha_{\text{opt}}(\mathbf{W}))\)\(_{\min}\). For each value of matrix \(\mathbf{W}\), the regularization parameter, \(\alpha_{\text{opt}}\), was calculated at the point of the maximum of the mean information content of the analysis:

\[
I_{\text{max}(\alpha_{\text{opt}})} = \max_{\alpha}(\sum_{k=1}^{n} t_k).
\]

The random (\(\sigma_{pr}\)) and the systematic (\(\delta_{pr}\)) errors in the determination of each component concentration were evaluated separately. It was assumed that \(\delta_{eff} = \delta_{pr}\) since, in this case, \(\delta_{pr} \gg \sigma_{et}\). The number of the components (\(nc\)) in the PLS-based determination of the octane number was evaluated based on two values as criteria: the minimum \(RMSE\) value: \(\min_{nc}(RMSE)\) and the maximum information gain: \(\max_{nc}(I)\).

In all cases the results of 100 independent calculations were averaged. In each calculation, a newly generated normal noise was added to the mixture spectrum.

VI. Results and Discussion

The results obtained in this study are represented in Figs. 3 and 4. In Fig. 3, the dependences of the information content of the analysis on \(\sqrt{\text{RMSE}} (\text{RRMSE})\) are shown for three data sets (Fig. 2 a-c). For each data set, 10 mixtures were studied using criteria (11) and (12). The straight lines represent linear approximations of the discrete data. The \(I(\text{RRMSE})\) dependences for 10 mixtures of the Excedrin tablet components are presented in Fig. 4a.

To interpret the obtained results, we need first to consider some theoretical issues. It is well-known that for non-regularized solutions, the random errors are determined by the condition number of matrix \(\mathbf{K}\) (cond(\(\mathbf{K}\)) [6]). In the case of strongly overlapping pure-component spectra having similar forms, the value of cond(\(\mathbf{K}\)) can be very large. For regularized solutions, the \(RMSE\) values are minimised due to the reduction of the random errors. On the other hand, the increase of the regularization parameter results in increased systematic errors [6]. The contribution of the last term of Eq. 2, \((\delta_{eff}/\sigma_{pr})^2\), increases and the information content of the analysis decreases.
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Fig. 3. The \(I(\text{RRMSE})\) dependencies obtained for the Tikhonov regularization-based analysis of the mixtures, whose spectra are a sum of Gaussians. Data set and optimization criteria (11) and (12): 1, ▲, ▲; 2, ●, ■; 3, *, +, respectively. \(\sigma_y = 0.002\). The mixture numbers are given next to symbols (for data set 2, in italic).
The steepness of the $I(RRMSE)$ dependencies obtained using criterion (11) (Fig. 3) determines the information gain which is achieved due to the increase of the $RRMSE$ values. The $I(RRMSE)$ plot obtained for data set 2 is much steeper than the one obtained for data set 3 (see Fig. 3). This fact can be readily understood taking into account the dependence of steepness on the corresponding $cond(K)$ value and stronger overlapping of the component spectra for data set 2 (Fig. 2b) than for data set 3 (Fig. 2c). For data set 1, whose component spectra are well-resolved (Fig. 2a), the obtained information is almost independent on the minimum $RRMSE$ values. In this case, using criteria (11) or (12) gives very similar values of information content (the corresponding points are marked by triangles in the left-top corner of Fig. 3). It can be seen that the information content is approximately constant if the analysis is based on criterion (12).

The comparison of the $I$ values and the $RRMSE$ values obtained using criteria (11) and (12) for each mixture (Fig. 3) also shows that the cost of the information gain is the increase of the $RRMSE$ values. It is interesting that for some mixtures of the Excedrin tablet components, the loss of the analysis accuracy (the increase of the $RRMSE$-values) that occurs when criterion (12) is used instead of criterion (11) is not significant as compared to the information gain (Fig. 4a). This gain results from the sharp decrease of the $\frac{\delta_{eff}}{\sigma_p}$ ratio (2) for some mixture components observed when criterion (12) is used (instead of (11) - bold figures in Table 2).

Thus, the use of information criterion (12) for the optimization of the Tikhonov regularization-based analysis eliminates the significant prevalence of systematic errors over random ones.

Our studies of the PLS-based determination of the gasoline octane number showed that the application of criterion (12) for evaluating the optimal number of PLS components is very limited. The information gain was observed only for 4 out of 60 samples (Fig. 4b). For the remaining 56 samples, the number of the components determined according to criteria (11) and (12) coincided. Moreover, it was found that the calculated values were highly sensitive to changes in the standard deviation of the noise in the mixture spectrum.

### Table 2. The ratio of systematic to random errors for the analysis of Excedrin tablet components.

<table>
<thead>
<tr>
<th>Mixture</th>
<th>Criterion</th>
<th>$\frac{\delta_{eff}}{\sigma_p}$</th>
<th>Acetaminophen</th>
<th>Aspirin</th>
<th>Caffeine</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>(11)</td>
<td>0.0043</td>
<td>0.73</td>
<td>6.22</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12)</td>
<td>0.11</td>
<td>0.33</td>
<td>0.90</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(11)</td>
<td>5.6</td>
<td>0.0022</td>
<td>0.9</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12)</td>
<td>0.78</td>
<td>0.22</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>(11)</td>
<td>0.95</td>
<td>8.1</td>
<td>7.4</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12)</td>
<td>0.051</td>
<td>0.16</td>
<td>0.15</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>(11)</td>
<td>0.36</td>
<td>1.12</td>
<td>10.1</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(12)</td>
<td>0.70</td>
<td>0.0071</td>
<td>0.82</td>
<td></td>
</tr>
</tbody>
</table>

* Abnormally large values are marked in bold.
This result can be explained in the framework of the spectral coordinate transformation method [12], where, for the purpose of improving the analysis, a spectrum or a set of spectra is replaced by its linear orthogonal transform (as in the case of, e.g., the Principal Component Analysis [6]). In this method, various regression algorithms can be described as filters of the principal components [13]. In the PLS method, the principal components having small singular values are discarded (abruptly truncated), while in the Tikhonov regularization method, their values are reduced smoothly by choosing the regularization parameter. Therefore, in contrast to finding the optimal number of principal components, choosing the optimal regularization parameter based on information measure is a "smooth" and, hence, a stable process.
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Appendix A

Determination of the local maximum of the information content of single-component quantitative analysis

Eq. 2 reaches its maximum at $\delta_{eff} = \sigma_{pr}$ since at this point the first derivative of the function with respect to $\sigma_{pr}$ is zero:

$$\frac{df}{d\sigma_{pr}} = -\frac{1}{\sigma_{pr}} + \frac{3\delta_{eff}^2}{2\sigma_{pr}^2} = 0$$

(A1)

and the second derivative is negative:

$$\frac{d^2f}{d\sigma_{pr}^2} = \frac{1}{\sigma_{pr}^2} - \frac{3\delta_{eff}^2}{2\sigma_{pr}^4} < 0$$

(A2)

Appendix B

One-component solution: Classical calibration. Evaluation of the bias of the concentration estimator

In the case of one-component solution, the concentration estimator, which uses a single point in the absorption spectrum, has the form [4, 6]:

$$c_{pr} = \bar{c} + \left(\sum_{i=1}^{p} (a_i - \bar{a})(c_i - \bar{c})\right)/(a_{pr} - \bar{a})/S_{aa},$$

(B1)

where $p$ is the number of standard solutions (the size of the calibration set), $a_i$ and $c_i$ are the absorbance and concentration of solution $i$ in the calibration set, respectively; $a_{pr}$ is the absorbance of the test solution, and $S_{aa} = \sum_{i=1}^{p}(a_i - \bar{a})^2$.

Suppose that the systematic concentration error in preparing calibration set solution $i$ is $\delta c_i$. The corresponding systematic error for the analyte concentration can be found by differentiating Eq. B1 with respect to $c_i$:

$$\delta c_{pr} \approx \left[1/p + (a_i - \bar{a})/(a_{pr} - \bar{a})\right]S_{aa} \delta c_i$$

(B2)

Since systematic error $\delta c_i$ may be positive or negative, consider a hypothetical worst case of $\delta c_i = \text{sign}(a_i - \bar{a})\delta c_{max}$.

(B3)

where $\text{sign}$ is used to extract the sign of a number, $\delta c_{max} > 0$ is the maximum systematic concentration error for the standard solution. For the sake of simplicity, suppose that the absorbance of the standard solution spectrum, $a_i$, is uniformly distributed over its mean value with constant step $h$:

$$a_i = \bar{a} + ih,$$

where $i = -q, -q + 1, \ldots, 0, 1, 2, \ldots, q, p = 2q + 1$.

Then, in accordance with Eq. B3,

$$\delta c_{pr} \leq \sum_{i=1}^{p} \delta c_{pr} = \sum_{i=1}^{q} (a_{pr} - \bar{a})S_{aa},$$

(B5)

where $S_a = \sum_{i=1}^{p}(a_i - \bar{a})\delta c_i = 2h \delta c_{max} \sum_{i=1}^{q} i = hq(q + 1)\delta c_{max}$, $S_{aa} = \sum_{i=1}^{p}(a_i - \bar{a})^2 = 2h^2 \sum_{i=1}^{q} i^2 = h^2[q(q + 1)(2q + 1)/3].$

It follows from Eq. B5 that

$$\delta c_{pr} \leq \delta c_{max} \left[1 + 3 \frac{a_{pr} - \bar{a}}{ph}\right] \leq \delta c_{pr} \leq \delta c_{max} \left[1 + 3 \frac{a_{pr} - \bar{a}}{a_{max} - a_{min}}\right],$$

(B6)

where $a_{max}$ and $a_{min}$ are the maximum and the minimum absorbance of the standard solution spectra at a given wavelength.

In conclusion, it should be noted that, in the general case, the above calculations are valid for linear relationship between the spectral response of the device and the analyte concentration if the contributions of the interfering components in the mixture are constant.