Vision Based Hand Gesture Recognition for Robot Control
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Abstract: There is a drastic development in the human computer interfaces in order to facilitate users and make them comfortable. Our natural hand gestures can be used as an interface to operate machines, communicate with ingenious environments to control home appliances, robot, etc. In this paper, we proposed an effective algorithm for recognizes a set of static hand gestures for a robot control application. Our approach contains steps of pre-processing, skin colour detection and feature extraction. The main features used are of two types: appearance based features and the cross correlation based features. The result based on recognition rate was analysed.
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I. INTRODUCTION

Hand gesture recognition is an important area of computer vision and pattern recognition field as the most flexible part of human body, hands play an important role in human’s daily life communication [11]. The development of Gesture recognition is the witness of the human being effort aiming to communicate with electronic gadgets. From the wide range of applications, this paper focuses on the hand gesture recognition for robot control. What motivates us for this work is a robot navigation problem, in which we are interested in controlling a robot by hand pose signs given by a human [19].

Numerous techniques are used for the hand gesture recognition. Based on the extra devices required, we can classify it into data glow based technique, color glow based technique and the vision based technique. From all these three methods, vision based approach does not require any extra device to collect the row information about the gesture. So we have used vision based approach in this paper.

Moreover, the recognition has to be done by one camera, so that one can operate as fast as he wants to. The sensor device used is an USB web cam. So, this makes it possible for any user to use it in his office or home. The system was developed using MATLAB R2014b on Windows 7 Operating System. The images after being captured by the web cam were saved in the database using .jpg format. The images are labelled using integer numbers starting from “1”. The two databases were created using nine different images of single hand gestures. The process of hand gesture recognition would start with image processing techniques such as skin colour detection, noise removal, followed by feature extraction involves the classification of images based on the shape, area, position of centroid, etc.. Then additional classification is done by Euclidian distance, number of peak finder and template matching technique.

II. RELATED WORKS

Early approaches to the hand gesture recognition problem in a robot control context involved the use of markers on the finger tips [1]. Hand gesture recognition is performed through a curvature space method in [2], which involves finding the boundary contours of the hand. This is an athletic approach that is scale, translation and rotation invariants on the hand appearance, yet it is computationally demanding. In [3], a vision-based hand pose recognition technique using skeleton images is implied, in which a multi-system camera is used to pick the centre of gravity of the hand and points with farthest distances from the centre, providing the locations of the finger tips, which are then used to obtain a skeleton image, and finally for gesture recognition. A method for gesture recognition for sign language interpretation has been proposed in [4]. In [5], the hand gestures are taken by a camera. Image transformations are carried out on the rgb image to convert into ycbcr image. The ycbcr image is transformed into binary image. This algorithm needs uniform and plane background. Edge detection algorithm is used to find the edges in the image. By making use of edge detection the orientation of hand is detected. The features like centroid, peaks detection, Euclidean distance and thumb detection are found. In [6], gives an algorithm for non-uniform background or 3D complex space, use of HMM based method to recognize the hand gestures. The input images are taken by a camera. Skin colour is used for segmentation. Other
computer vision tools used for 2D and 3D hand gesture recognition include specialized mappings architecture [7], principal component analysis [8], Fourier descriptors, neural networks, orientation histograms [9], and particle filters [10].

III. PROPOSED METHODOLOGY AND DISCUSSION

Consider a robot navigation problem, in which a robot responds to the hand appearance signs given through a human [18], visually observed by the robot by a camera. We are interested in an algorithm that enables the robot to identify a hand pose sign in the input image, as one of nine possible commands. The identified command will then be used as a control input for the robot to perform a certain action or execute a certain task [19]. For examples of the symbols to be used in our algorithm, see Figure 1. The symbols could be associated with various meanings depending on the function of the robot. For example, a “1.jpg” could mean “elbow up”, a “9.jpg” could mean “stop”. Furthermore, “2.jpg”, “3.jpg”, “4.jpg”, “5.jpg”, “6.jpg”, “7.jpg” & “8.jpg” could be interpreted as “elbow down”, “gripper open”, “gripper close”, “rotate clockwise”, “rotate anti-clockwise”, “shoulder up” and “shoulder down” respectively.

Our proposed method of hand gesture recognition consists of the following stages:

- Pre-processing includes tasks such as hand tracking from the entire image, removing the background noise and converting the original colour image into binary image.
- Skin colour detection based on learned skin colour statistics, producing a BW image output.
- Appearance based feature extraction include the features which involves the classification of images based on the shape, area, position of centroid, etc. Features included in the appearance based classification: 1. Eccentricity & Solidity ratio 2. Extent and 3. Compactness factor.
- Cross correlation based feature extraction in which compare the pixels of two different vectors and comparison of the result is shown in the form of graph. Features included in the cross correlation based classification: 1. Template matching, 2. Euclidian distances, and 3. Angel information.

In the following subsections we describe each of the steps mentioned above.

A. Pre-Processing:

In pre-processing, basically captured image is modified in such a way that it can be easily used in the further stages of the system.

RGB To YCbCr Image Conversion: Pre-processing cannot be done on the original RGB image because it is very sensitive to the light intensity variation. So, we convert the RGB color space model into YCbCr model.

B. Skin Color Detection:

The color information of the original image is stored into the Ch and Cr components of the resultant YCbCr matrix [17]. This information was used for skin color detection where we have put threshold on Ch and Cr components to distinguish the hand region from the entire image [12], [13]. After converting it into the YCbCr image, it was converted into the binary image. Fig. 3 shows gray scale and binary image.
Noise in Binary Image: Noise in binary image can be of two types: 1. Noise in background region and 2. Noise in hand region [20]. This noise can mainly affect the performance of the algorithm. Mathematical morphology was used to remove such noise in the binary image. Morphology is a broad set of image processing operations that process images based on shapes [16]. There are two basic morphological operations which are shown below. Dilatation is the process where the value of the output pixel is the maximum value of all the pixels in the input pixel's neighbourhood. So, it will assign ‘1’ to the pixel if the neighbours are ‘1’. So, this operation was used to remove the noise from the hand region [17]. On the other hand, Erosion is the process where the value of the output pixel is the minimum value of all the pixels in the input pixel's neighbourhood. So, this operation was used to remove the noise from the background. After removing the noise from the binary image, we were left with the binary image having a single object without any abruption in the hand region. So that object is detected after pre-processing step.

Figure 4 Binary image after pre-processing

C. Feature Extraction:
After object detection we need to recognize object by feature Extraction. In the object recognition phase, numbers of operations were performed on the binary image. Feature extraction process can be divided into two categories according to the features of image used. Fig.5 shows this classification.

Figure 5 Feature Extraction

1. Appearance Based Feature Extraction:
Appearance based feature extraction include the features which involves the classification of images based on the shape, area, position of centroid, etc.
Eccentricity & Solidity: This feature taken was combination of two area based features [12], Eccentricity and Solidity. First, we have measured the eccentricity of the eclipse formed around the hand region. Eccentricity can be between zero and unity where zero eccentricity means the complete circle whereas unity eccentricity means the hand region is complete straight line. Figure 6 (a) shows the ellipse around hand region. For robustness, classification was not carried out only through eccentricity, but another feature known as Solidity was also obtained, and the ratio of Eccentricity and Solidity was used for the classification. Solidity is the scalar specifying the proportion of the pixels in the convex hull that are also in the region [14]. So, it is basically the ratio of area of hand region and area of the convex hull. And the obtained results are used for further classification. Fig. 6 (b) shows the convex hull around hand region. And the obtained results are used for further classification.

Figure 6 (a) Ellipse around hand region, (b) Convex hull around object
Extent: It is another feature based on the areas information [12]. Extent is a ratio of the area of the hand region to the area of entire bounding box. The reason to select this feature is that it is simple to obtain and it is highly reliable as well as robust as it is the ratio. So the ratio of both the areas will remain almost same. Fig.7 shows the importance of this feature.

![Figure 7 Bounding box across object](image)

This symbol contains space between fingers, so its bounding box area is more as compared to the area of hand region, so its extent value would be almost unity.

Compactness Factor: The compactness measure of a shape, sometimes called the shape factor [15], is a numerical quantity representing the degree to which a shape is compact. Circle is the most compact shape. Compactness factor was determined by taking ratio of the area of the hand region to the square of the perimeter. Perimeter of the hand region was found by determining the boundary pixels. As the perimeter increases, overall compactness factor decreases. So, when the fingers are closed, the shape becomes more compact. As the results of this feature are always less than unity, we have multiplied them by 100 to classify images in simple manner. This value is not affected by the orientation and scaling the image which makes it a robust feature.

![Figure 8 Perimeter for gesture “7” and gesture “1” respectively](image)

2. Cross-Correlation Based Feature Extraction:
Cross correlation based feature extraction in which compare the pixels of two different vectors and comparison of the result is shown in the form of graph.

Template Matching: This feature is a promising feature which is very efficient to classify the images. In this kind of features, we have to compare a test symbol or image with every remaining image. In template matching, first step is to determine the template of the image. By Template, we mean the image which contains only boundary pixels. Boundary-distance vector is obtained by calculating the distance between the centroid and boundary pixels. These distances are known as Euclidian Distances. We have to calculate this vector for all the images, as we have to correlate them. Now cross-correlate the vectors and plot the graphs of it. After determining the graph, we have to look at the symmetry of the graph around the zero phase crossing. If they are correlated, graph will be symmetric, but if the images are different, it won’t be symmetric. Fig.9 shows the symmetric and asymmetric curves.

![Figure 9 (a) Symmetric curves](image)

![Figure 9 (b) Asymmetric curves](image)
Euclidian Distances and Angle Information: We have classified remaining symbols using peak information, number of peaks in the image and the location of peaks in the image. Euclidian distances and the angle information were determined and after plotting the graphs [16], [17] all the necessary information was computed. Fig.10 shows the image with both the curves.

![Figure 10 Euclidian Distances and Angle Information curves for gesture “4” respectively](image)

Based on the position of the peak, we have distinguished some symbols. It was basically useful when number of peaks were same. It is shown in Fig.11.

![Figure 11 Graph of different Peak position for gesture “7” & gesture “8” respectively](image)

IV. EXPERIMENTAL RESULTS
The proposed algorithm was tested on two different databases. It is to note that the database images were having uniform background and all the test images were having the same dimension. Results are shown in the table 1

<table>
<thead>
<tr>
<th>Input Gesture</th>
<th>Number of Input Images</th>
<th>Successful Cases</th>
<th>Recognition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>5</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>6</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>1</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>9</td>
<td>2</td>
<td>2</td>
<td>100</td>
</tr>
<tr>
<td>ALL</td>
<td>18</td>
<td>17</td>
<td>94.44%</td>
</tr>
</tbody>
</table>

Here, we find recognition rate by equation,

\[
Recognition\ Rate = \frac{No.\ of\ Recognized\ image}{No.\ of\ total\ samples\ of\ that\ image} \times 100 \%
\]

This table indicates that out of 18 database images, 17 were identified correctly with the success rate of around 94.44%.

V. CONCLUSION
We proposed a fast and simple algorithm for a hand gesture recognition problem. The algorithm was developed for the hand gesture recognition system which can become useful for the communication with deaf and dump community people.

For image detection, we convert the original images to YCbCr images to avoid the shadow effect in the pre-processing stage. After that we used six possible features to classify all the images. The algorithm was tested on the available database images and it showed 94.44% success rate. This algorithm can be implemented for real time applications.
Based on our motivating robot control application, our algorithm can be extended in a number of ways to recognize a broader set of gestures. The segmentation part of our algorithm is too simple, and would need to be improved if this method would need to be used in challenging operating conditions. We should note that the segmentation problem in a general setting is an open research problem itself. Reliable action of hand gesture recognition techniques in a general setting require dealing with occlusions, worldly tracking for recognizing dynamic gestures, as well as 3D modelling of the hand, which are still mostly beyond the current state of the art.
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